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Abstract. In this paper, a new classification method for enhancing the performance of K-Nearest 
Neighbor is proposed which uses robust neighbors in training data. The robust neighbors are 
detected using a validation process. This method is more robust than traditional equivalent 
methods. This new classification method is called Modified K-Nearest Neighbor. Inspired the 
traditional KNN algorithm, the main idea is classifying the test samples according to their 
neighbor tags. This method is a kind of weighted KNN so that these weights are determined 
using a different procedure. The procedure computes the fraction of the same labeled neighbors 
to the total number of neighbors. The proposed method is evaluated on a variety of several 
standard UCI data sets. Experiments show the excellent improvement in accuracy in comparison 
with KNN method.  
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INTRODUCTION 

Pattern recognition is about assigning labels to objects which are described by a set 
of measurements called also attributes or features. Current research builds upon 
foundations laid out in the 1960s and 1970s. Because pattern recognition is faced with 
the challenges of solving real-life problems, in spite of decades of productive research, 
graceful modern theories still coexist with ad hoc ideas, intuition and guessing [1]. 

There are two major types of pattern recognition problems: unsupervised and 
supervised. In the supervised category which is also called supervised learning or 
classification, each object in the data set comes with a pre-assigned class label. Our 
task is to train a classifier to do the labeling, sensibly. Most often the labeling process 
cannot be described in an algorithmic form. So we supply the machine with learning 
skills and present the labeled data to it. The classification knowledge learned by the 
machine in this process might be obscure, but the recognition accuracy of the classifier 
will be the judge of its adequacy [1]. The new classification systems try to investigate 
the errors and propose a solution to compensate them [2-5]. There are many 
classification and clustering methods as well as the combinational approaches [6-8]. 

K-Nearest Neighbor (KNN) classification is one of the most fundamental and 
simple classification methods. When there is little or no prior knowledge about the 
distribution of the data, the KNN method should be one of the first choices for 
classification. It is a powerful non-parametric classification system which bypasses the 
problem of probability densities completely [9]. The KNN rule classifies x by 



assigning it the label most frequently represented among the K nearest samples; this 
means that, a decision is made by examining the labels on the K-nearest neighbors and 
taking a vote. KNN classification was developed from the need to perform 
discriminant analysis when reliable parametric estimates of probability densities are 
unknown or difficult to determine. 

In 1951, Fix and Hodges introduced a non-parametric method for pattern 
classification that has since become known the K-nearest neighbor rule [10]. Later in 
1967, some of the formal properties of the K-nearest neighbor rule have been worked 
out; for instance it was shown that for K=1 and ∞→n  the KNN classification error is 
bounded above by twice the Bayes error rate [11]. Once such formal properties of 
KNN classification were established, a long line of investigation ensued including new 
rejection approaches [12], refinements with respect to Bayes error rate [13], distance 
weighted approaches [14, 15], soft computing [16] methods and fuzzy methods [17, 
18]. 

ITQON et al. in [19] proposed a classifier, TFkNN, aiming at upgrading of 
distinction performance of KNN classifier and combining plural KNNs using testing 
characteristics. Their method not only upgrades distinction performance of the KNN 
but also brings an effect stabilizing variation of recognition ratio; and on recognition 
time, even when plural KNNs are performed in parallel, by devising its distance 
calculation it can be done not so as to extremely increase on comparison with that in 
single KNN. 

Alizadeh et al. in [20] proposed a new classification method for enhancing the 
performance of K-Nearest Neighbor which uses clustering ensemble method. This 
new combinational method is called Nearest Cluster Ensemble, NCE. Inspiring the 
traditional KNN algorithm, the main idea in their method is classifying the test 
samples according to their neighbor tags. First, the train set is clustered into a large 
number of partitions, so that any cluster expectedly includes a small number of 
samples. Then, the labels of cluster centers are determined using applying the majority 
vote between the class labels of individual members in the cluster. After that, the class 
label of a new test sample is determined according to the class label of the nearest 
cluster center. Finally, a simple majority vote is employed to aggregate the class labels 
of M classifiers. Computationally, the NCE method is faster then KNN, K times. 

Some KNN advantages are described in follows: a) Simple to use; b) Robust to 
noisy training data, especially if the inverse square of weighted distance is used as the 
“distance” measure; and c) Effective if the training data is large. In spite of these good 
advantages, it has some disadvantages such as: a) Computation cost is quite high 
because it needs to compute distance of each query instance to all training samples; b) 
The large memory to implement in proportion with size of training set; c) Low 
accuracy rate in multidimensional data sets; d) Need to determine the value of 
parameter K, the number of nearest neighbors; e) Distance based learning is not clear 
which type of distance to use; and f) which attributes are better to use producing the 
best results. Shall we use all attributes or certain attributes only [21]. 

In this paper a new interesting algorithm is proposed which partially overcomes the 
low accuracy rate of KNN. Beforehand, it preprocesses the train set, computing the 
validity of any train samples. Then the final classification is executed using weighted 
KNN which is employed the validity as the multiplication factor. 



The rest of this paper is organized as follows. Section II expresses the proposed 
algorithm which is called Modified K-Nearest Neighbor, MKNN. Experimental results 
are addressed in section III. Finally, section IV concludes. 

MODIFIED K-NEAREST NEIGHBOR 

The main idea of the presented method is assigning the class label of the data 
according to K validated data points of the train set. In other hand, first, the validity of 
all data samples in the train set is computed. Then, a weighted KNN is performed on 
any test samples. Figure 1 shows the pseudo code of the MKNN algorithm. 

 
Output_label := MKNN ( train_set , test_sample ) 
Begin 

For i := 1 to train_size 
Validity(i) := Compute Validity of i-th sample; 

End for; 
Output_label:=Weighted_KNN(Validity,test_sample); 
Return Output_label ; 

End. 
FIGURE 1.  Pseudo-code of the MKNN Algorithm.  

 
In the rest of this section the MKNN method is described in detail, answering the 

questions, how to compute the validity of the points and how to determine the final 
class label of test samples. 

Validity of the Train Samples 

In the MKNN algorithm, every sample in train set must be validated at the first 
step. The validity of each point is computed according to its neighbors. The validation 
process is performed for all train samples once. After assigning the validity of each 
train sample, it is used as more information about the points. 

To validate a sample point in the train set, the H nearest neighbors of the point is 
considered. Among the H nearest neighbors of a train sample x, validity(x) counts the 
number of points with the same label to the label of x. Eq. 1 is the formula which is 
proposed to compute the validity of every points in train set. 
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Where H is the number of considered neighbors and lbl(x) returns the true class 

label of the sample x. also, Ni(x) stands for the ith nearest neighbor of the point x. The 
function S takes into account the similarity between the point x and the ith nearest 
neighbor. Eq. 2 defines this function. 
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Applying Weighted KNN 

Weighted KNN is one of the variations of KNN method which uses the K nearest 
neighbors, regardless of their classes, but then uses weighted votes from each sample 
rather than a simple majority or plurality voting rule. Each of the K samples is given a 
weighted vote that is usually equal to some decreasing function of its distance from 
the unknown sample. For example, the vote might set be equal to 1/(de+1), where de is 
Euclidian distance. These weighted votes are then summed for each class, and the 
class with the largest total vote is chosen. This distance weighted KNN technique is 
very similar to the window technique for estimating density functions. For example, 
using a weighted of 1/(de+1) is equivalent to the window technique with a window 
function of 1/(de+1) if K is chosen equal to the total number of training samples [22]. 

In the MKNN method, first the weight of each neighbor is computed using the 
1/(de+0.5). Then, the validity of that training sample is multiplied on its raw weight 
which is based on the Euclidian distance. In the MKNN method, the weight of each 
neighbor sample is derived according to Eq. 3. 
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Where W(i) and Validity(i) stand for the weight and the validity of the ith nearest 

sample in the train set. This technique has the effect of giving greater importance to 
the reference samples that have greater validity and closeness to the test sample. So, 
the decision is less affected by reference samples which are not very stable in the 
feature space in comparison with other samples. In other hand, the multiplication of 
the validity measure on distance based measure can overcome the weakness of any 
distance based weights which have many problems in the case of outliers. So, the 
proposed MKNN algorithm is significantly stronger than the traditional KNN method 
which is based just on distance. 

EXPERIMENTAL RESULTS 

This section discusses the experimental results and compares the MKNN method 
with original KNN algorithm. 



Data sets 

The proposed method is evaluated on nine standard data sets, namely Iris, Wine, 
Isodata, SAHeart, Balance-scale, Bupa and Monk’s problems (including three 
problems). None of the databases had missing values, as well as they use continuous 
attributes. These standard data sets which are obtained from UCI repository [23] are 
described as follows. 

The iris database which is possibly one of the most frequently used benchmarks for 
evaluating classification and clustering algorithms is a well-defined problem with 
clear separating class boundaries. The data set contains 150 instances using three 
classes, where each class refers to a type of iris plant, namely Setosa, Versicolour and 
Virginica. This database uses four continuous attributes: sepal length, sepal width, 
petal length and petal width. 

The Wine data set is the result of a chemical analysis of wines grown in the same 
region in Italy but derived from three different cultivars. The analysis determined the 
quantities of 13 constituents found in each of the three types of wines. This data set 
has been used with many others for comparing various classifiers. In a classification 
context, this is a well-posed problem with well-behaved class structures. It has three 
classes with 59, 71 and 48 instances. The more detail information about the wine data 
set is described in [24]. 

The Isodata set is the first test case in this study which is a two class data set and 
has 34 features as well as the 351 sample points. 

The SAHeart data set which is obtained from www-
stat.stanford.edu/ElemStatLearn is a retrospective sample of males in a heart-disease 
high-risk region of the Western Cape, South Africa. There are roughly two controls 
per case of CHD. Many of the CHD positive men have undergone blood pressure 
reduction treatment and other programs to reduce their risk factors after their CHD 
event. In some cases the measurements were made after these treatments. This data set 
has nine continuous features and two classes with the number of 463 instances. These 
data are taken from a larger dataset, described in [25]. 

The Balance-scale data set was generated to model psychological experimental 
results.  Each example is classified as having the balance scale tip to the right, tip to 
the left, or be balanced which means three classes.  The attributes are the left weight, 
the left distance, the right weight, and the right distance. It means this data set has four 
attributes. It has total 625 samples which include 49 balanced, 288 left, 288 right. 

The Bupa data set is a two class data set for classification. It contains 345 data 
sample as well as six attributes.  

In these six data sets, the instances are divided into training and test sets by 
randomly choosing 90% and 10% of instances per each of them, respectively. Also, all 
above mentioned data sets are become normalized with the mean of 0 and variance of 
1, N(0,1) before applying the algorithms. 

The last experimented data set is Monk's problem which is the basis of a first 
international comparison of learning algorithms. There are three Monk's problems.  
The domains for all Monk's problems are the same. The second Monk's problem has 
added noise. For each problem, the domain has been partitioned into a train and test 
set. The number of Instances and attributes in all three problems are respectively, 432 



and 6. These problems are two class problems. The train and test sets in all three 
Monk’s problems are predetermined. The train sets in Monk 1, 2 and 3 are 124, 169 
and 122, respectively. 

Experiments 

All experiments are evaluated over 500 independent runs and the average results of 
these examinations are reported. In all experiments, the number of considered 
neighbors (the value of parameter H in Eq. 1) is set to a fraction of the number of train 
data which is empirically set to 10% of the train size. 

Table 1 shows the results of the performance of classification using the presented 
method, MKNN, and traditional method, original version of KNN, comparatively. 

 
TABLE 1.  Comparison of recognition rate between the MKNN and KNN algorithm (%). 

 K=3 K=5 K=7 
 KNN MKNN KNN MKNN KNN MKNN 

Monk 1 84.49 87.81 84.26 87.81 79.86 86.65 
Monk 2 69.21 77.66 69.91 78.01 65.74 77.16 
Monk 3 89.12 90.58 89.35 90.66 88.66 91.28 
Isodata 82.74 83.52 82.90 83.32 80.50 83.14 
Wine 80.89 83.95 83.79 85.76 80.13 82.54 
Iris 95.13 95.50 95.83 95.90 95.32 95.51 

Balance-sc 80.69 85.49 83.22 87.10 85.74 86.77 
Bupa 63.51 63.30 60.01 62.52 60.41 63.29 

SAHeart 67.51 69.51 65.59 69.49 66.21 69.95 
 
The experiments show that the MKNN method significantly outperforms the KNN 

method, with using different choices of value K, over large variety of datasets. It is 
obvious that more information usually yields to more classification performance. 
Because of the MKNN classification is based on validated neighbors which have more 
information in comparison with simple class labels, it outperforms the KNN algorithm 
in performance. 

Figure 2 investigates the effect of parameter K on accuracy of algorithms KNN and 
MKNN comparatively in four different data sets: Iris, Balance-scale, Bupa and 
SAHeart. The value of K is the odd numbers in the range of [3-15]. Although usually 
the MKNN method initially overwhelms the KNN algorithm, the results of two 
algorithms gradually close to each other by growing the value of K. It can be because 
of the larger values of K result in invalidity of the validity of train samples. For some 
data sets the KNN even dominates the MKNN method with large K (see Figures 2b 
and 2c). 
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FIGURE 2. The effect of parameter K on accuracy of algorithms KNN and MKNN comparatively in 
four data sets (a) Iris (b) Balance scale (c) Bupa (d) SAHeart. 

 
In addition, since computing the validity measure is executed only once in training 

phase of the algorithm, computationally, the MKNN method can be applied with the 
nigh same burden in comparison with the weighted KNN algorithm. 

CONCLUSION 

In this paper, a new algorithm for improving the performance of KNN classifier is 
proposed which is called Modified K-Nearest Neighbor, MKNN. The proposed 
method which considerably improves the performance of KNN method employs a 
kind of preprocessing on train data. It adds a new value named “Validity” to train 
samples which cause to more information about the situation of training data samples 
in the feature space. The validity takes into accounts the value of stability and 
robustness of the any train samples regarding with its neighbors. Applying the 
weighted KNN which employs validity as the multiplication factor yields to more 
robust classification rather than simple KNN method, efficiently. The method 
evaluated on nine different benchmark tasks: Wine, Isodata, Iris, Bupa, Inosphere and 
three Monk’s problems. The results confirm authors' claim about its robustness and 
accurateness unanimously. So this method is better in noisy datasets and also in the 
case of outliers. Since the outliers usually gain low value of validity, it considerably 
yields to robustness of the MKNN method facing with outliers. The experiments on 
Monk 2 approve this claim. 
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